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Abstract. We show how to construct Gitik’s short extenders gap-3 forcing

using a morass, and that the forcing notion is of Prikry type.

1. Introduction

In [7] a forcing notion blowing up the powerset of a cardinal κ carrying an
extender together with changing κ’s cofinality to ω in one step was introduced.
The size of the powerset in the generic extension was set to the size of the extender.
It was felt at the time that this is the optimal assumption. That is, if one begins
with a model for κ of cofinality ω with large powerset, then in the core model
one should find an extender on κ of the powerset size. Going this way [8] and [5]
assumed 2κ > κ+ and found, quite unexpectedly, two possibilities. One possibility
was indeed that in the core model the cardinal κ carries an extender of size 2κ. The
other possibility, however, was that in the core model the cardinal κ is a singular
cardinal of cofinality ω, and there is an increasing sequence of cardinals κn, with
limit κ, each carrying a rather short extender. In the sequence of papers [3, 4, 5] it
was shown that indeed this other possibility can be used to blow up the powerset
of κ. In [3] and in a simpler form in [11] the following was proved.

Theorem (M. Gitik [3]). Assume the GCH and let 〈κn | n < ω〉 is an increasing
sequence of cardinals such that for each n < ω there is a 〈κn, κ+n+2

n 〉 extender. Let
κ =

⋃
n<ω κn. Then there is a cardinal preserving generic extension adding no new

bounded subsets to κ such that 2κ = κ++.

The paper [12] begun as an attempt to simplify [11]. As is evident by the result,
this aim was not achieved. However, it was discovered along the way that the
forcing notion is of Prikry type.

Widening the gap, the following was proved in each of [4], [2], and [6], where the
presentation gets simpler from paper to paper.

Theorem (M. Gitik [4]). Assume the GCH and let 〈κn | n < ω〉 is an increasing
sequence of cardinals such that for each n < ω there is a 〈κn, κ+n+3

n 〉 extender. Let
κ =

⋃
n<ω κn. Then there is a cardinal preserving generic extension adding no new

bounded subsets to κ such that 2κ = κ+3.

In the current paper we are going to reprove the last theorem using a morass to
define the forcing notion and to show the forcing notion is of Prikry type.
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A straightforward generalization of the method in [3] in order to achieve the
result in [4] fails due to the appearance of large antichains in the forcing construc-
tion. The solution used in [4] was to do a preparation before the main forcing. The
resulting generic object G′ is used in the main forcing notion in order to restrict
the length of the antichains. The paper [6] notes that Assaf Sharon and Tadatoshi
Miyamoto pointed out that the preparation generic G′ resembles Velleman’s sim-
plified 〈κ++, 1〉-morass with linear limits [15]. Intrigued by this note we looked at
[14] and [15] where simplified gap-1 morasses with and without linear limits were
introduced. It is immediate to see that the generic filter G′ codes a simplified
morass with linear limits. (In itself G′ looks stronger than the morass with linear
limits.) So an attempt to construct the forcing from some kind of a morass seemed
reasonable. A point of weakness in using the morass is the chain condition. Using
G′ the forcing has the κ++-cc. Using a simplified morass (i.e., without linear limits
or piste) we got only κ+3-cc. However, adding the assumption that the morass has
some stationarity the forcing has a kind of properness from which one can deduce
that κ++ is preserved. This is more in the spirit of [10].

It should be noted that the morass assumption is a reasonable one together
with the large cardinals assumption since Velleman presented a κ++-closed, κ+3-cc
forcing notion adding a morass to the universe, thus this forcing does not change
the large cardinals status of cardinals below κ.

We stress that the results and techniques, except for the Prikry property proof
which we took from [12] and the properness, are all due to Gitik, and we followed
very closely the proofs in [6] when writing this paper.

Gitik presented his forcing notions in the TAU set theory seminar of the year
2007 from which the notes [11, 6] grew out. We thank the participants of the
seminar Eilon Beillinski, Omer Ben-Naria, Assaf Ferber, Assaf Rinot, and Liad
Tal. Of course we thank Moti Gitik for the organization, presentation, and for
being rather patient with the enormous amount of questions he had to answer by
phone, email, and in person.

We have tried to keep this work resemble [12] as far as possible. In fact some
of the claims are identical in both papers. We hope this shows that the essential
ingredient converting the gap-2 forcing to the gap–3 forcing is the limitation put
on extending a condition by the morass.

This paper is self contained assuming one knows forcing and large cardinals
theory. We present the relevant material about morasses in section 2. In section 3
we present the gap-3 forcing notion.

2. Simplified gap-1 morass

Simplified gap-1 morasses were introduced in [14] as a simplifications of Jensen’s
gap-1 morasses [1]. Introduction to gap-1 simplified morasses can be found in [14],
[10], and [9].

Since in the next section we are going to use a neat 〈κ++, 1〉-simplified morass, we
will concentrate from now on such morass. Unless otherwise noted, in this section
the definitions and facts are from [14].

In the following the notation M � X denotes the set {Y ( X | Y ∈M}.

Definition 2.1. Assume κ is a cardinal.

• A family of subsets M ⊆ [κ+3]≤κ
+

is a simplified 〈κ++, 1〉-morass if:
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(1) 〈M,(〉 is well-founded. Define the M-rank function ρM (or just ρ when M is
clear from context) by recursion:

ρM(Y ) = sup{ρM(X) + 1 | X ∈M � Y }.

The height of the morass M, denoted by ρ(M), is defined by

ρ(M) = sup{ρM(Y ) + 1 | Y ∈M}.

(2) M is locally small, i.e., for each Y ∈M, |M � Y | < κ++.
(3) M is homogeneous, i.e., for each two sets Y0, Y1 ∈M of the same rank there is

an order preserving bijection πY0,Y1
: Y0 → Y1 such that M � Y1 = {π′′Y0,Y1

X |
X ∈M � Y0}.

(4) M is directed, i.e., for each two sets X,Y ∈M there is a set Z ∈M such that
Z ⊇ X,Y .

(5) M is locally almost directed, i.e., for each Y ∈M one of the following holds:
(5.1) M � Y is directed.
(5.2) There are sets Y0, Y1 ∈M and ordinals α0 ∈ Y0, α1 ∈ Y1 such that

M � Y = {Y0, Y1} ∪ (M � Y0) ∪ (M � Y1),

and

Y0 ∩ Y1 = Y0 ∩ α0 = Y1 ∩ α1.

The triple 〈Y, Y0, Y1〉 was dubbed ∆-system like in [4], and the pair
〈Y0, Y1〉 was dubbed split-end in [14], The ordinals α0 and α1 are called
the witnessing ordinals of the ∆-system 〈Y, Y0, Y1〉.

(6) M covers κ+3, i.e., κ+3 =
⋃
M.

• A simplified 〈κ++, 1〉-morass M is neat if for each Y ∈ M of rank > 0, Y =⋃
(M � Y ).

• A simplified 〈κ++, 1〉-morassM is stationary ifM is a stationary subset of [κ+3]κ
+

.

We quote facts about the simplified morass.

Fact 2.2 (D. Velleman [14]). Assume M is a simplified 〈κ++, 1〉-morass.

(1) Assume X ∈ M and ρ(X) < τ < ρ(M). Then there is a set Y ∈ M such that
ρ(Y ) = τ and Y ) X.

(2) Assume Z ∈M, X ∈M � Z, and ρ(X) < τ < ρ(Z). Then there is a set Y ∈M
such that X ( Y ( Z and ρ(Y ) = τ .

(3) Assume the sets Y0, Y1 ∈ M are of the same M-rank and α ∈ Y0 ∩ Y1. Then
Y0 ∩ (α+ 1) = Y1 ∩ (α+ 1).

(4) Assume the sets Y0, Y1 ∈M are of the same M-rank and sup(Y0∩α) = sup(Y1∩
α) = α. Then Y0 ∩ α = Y1 ∩ α.

(5) ρ(M) = κ++.
(6) Assume Z ∈M, λ < cf(ρ(Z)), and for each ξ < λ, Xξ ∈M � Z. Then there is

Y ∈M � Z such that Xξ ( Y for each ξ < λ.

A definition is needed for the last fact. Assume χ is large enough. An elementary
substructure N ≺ Hχ is said to be M-admissible if |N | = κ+, N ∩ κ++ ∈ On,
M ∈ N , N ∩ κ+3 ∈ M and M � (N ∩ κ+3) = M ∩N . The appendix in [16] proved

that if M is a stationary simplified morass then there is a club C ⊆ [κ+3]≤κ
+

such
that M ∩ C is a stationary coding set [18]. As a corollary we get:
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(7) Assume χ is large enough and M is a stationary subset of [κ+3]≤κ
+

. Then
{N ∩ κ+3 | N ≺ Hχ is M-admissble} is stationary.

The following fact also tends to be used when dealing with morasses.

Fact 2.3 (Stanley). Assume M is a simplified 〈κ++, 1〉-morass. X0, X1 ∈M are of
the same rank, and α is a limit point of both X0 and X1. Then X0 ∩ α = X1 ∩ α.

At the behest of the referee we add several more facts and their proofs about
the gap-1 morass which are derived from the above facts.

Fact 2.4. Assume M is a simplified 〈κ++, 1〉-morass.

(1) For each X ∈M, ρ(X) < κ++.
(2) Assume X0, X1 ∈M are different sets of the same rank. Then supX0 6= supX1.
(3) Assume X0, X1 ∈M are of the same rank. Then there is a ∆-system 〈Z,Z0, Z1〉

in M such that X0 ⊆ Z0, X1 ⊆ Z1, X0 * Z1, and X1 ⊆ Z0

(4) Assume X0, X1 ∈ M are of the same rank. Then there is a sequence of ∆-
system 〈〈Zi, Zi0, Zi1〉 | i < n〉, where Zi0 ⊇ X0 and Zi+1 ⊆ Zi0, such that
πX0,X1

= πZn−1
0 ,Zn−1

1
◦ · · · ◦ πZ0

0 ,Z
0
1
� X0.

Proof. (1) This is immediate since M is locally small.
(2) Towards a contradiction assume α = supX0 = supY0. First assume maxX0

exists. Since, by homogeneity, X0 and X1 have the same order type then
maxX1 also exists. By 2.2 (3), X0 ∩ (α + 1) = X1 ∩ (α + 1), thus X0 = X1.
Contradiction.

Assume maxX0 does not exist. Hence also maxX1 does not exist. Then
α is a limit point of both X0 and X1, thus, by 2.3, X0 ∩ α = X1 ∩ α, thus
X0 = X1. Contradiction again and we are done.

(3) We choose Z of minimal rank such that Z ⊇ X0, X1. By local directedness
either M � Z is directed or we have a ∆-system 〈Z,Z0, Z1〉. If M � Z is
directed then there would have been a set Y ∈ M � Z such that Y ⊇ X0, X1,
in contradiction to the minimality of the rank of Z. Thus we have a ∆-system
〈Z,Z0, Z1〉. Recall that M � Z = M � Z0 ∪ M � Z1 ∪ {Z0, Z1}. If either
Z0 ⊇ X0, X1 or Z1 ⊇ X0, X1 then we would have been again in contradiction
with the minimality of Z. Thus by renaming Z0 and Z1, if necessary, we get
Z0 ⊇ X0 and Z1 ⊇ X1.

(4) Let 〈Z0, Z0
0 , Z

0
1 〉 be a ∆-system in M such that Z0

0 ⊇ X0, Z0
1 ⊇ X1, and

Z0
0 ∩Z0

1 + X0, X1. Such a ∆-system exists by the previous item. If π′′
Z0

0 ,Z
0
1
X0 =

X1 then we are done.
Thus assume this is not the case. Set π′′

Z0
0 ,Z

0
1
X0 = X ′0. By recursion there

is a sequence of ∆-systems 〈〈Zi, Zi0, Zi1〉 | 1 ≤ i < n〉, such that πX′0,X1
=

πZn−1
0 ,Zn−1

1
◦ · · · ◦πZ1

0 ,Z
1
1
� X ′0. Since πX0,X1

= πX′0,X1
◦πX0,X′0

we get πX0,X1
=

πZn−1
0 ,Zn−1

1
◦ · · · ◦ πZ0

0 ,Z
0
1
� X0.

�

As for the existence of a simplified morass, [14] introduced a forcing notion adding
a stationary simplified morass to the universe. In addition it showed how to derive
a neat simplified morass from a simplified morass. We present a slight variation of
this forcing, appearing in [17] and [10], adding directly a neat stationary simplified
〈κ++, 1〉-morass to the universe.
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Definition 2.5. A condition p in the forcing P is a subset of [κ+3]≤κ
+

such that:

(1) 〈p,(〉 is well-founded. Define the obvious p-rank function for Y ∈ p by setting
ρp(Y ) = sup{ρp(X) + 1 | X ∈ p � Y }.

(2) p is small, i.e., |p| < κ++.
(3) p has a maximal element, denoted by max p, i.e., for each Y ∈ p, Y ⊆ max p.
(4) p is homogeneous, i.e., for each Y0, Y1 ∈ p of the same p-rank there is an order

preserving bijection π : Y0 → Y1 such that p � Y1 = {π′′X | X ∈ p � Y0}.
(5) p is directed, i.e., for each X,Y ∈ p there is Z ∈ p such that Z ⊇ X,Y .
(6) p is locally almost directed, i.e., for each Y ∈ p one of the following holds:

(6.1) p � Y is directed.
(6.2) There are two sets Y0, Y1 ∈ p and two ordinals α0 ∈ Y0 and α1 ∈ Y1, such

that:

p � Y = {Y0, Y1} ∪ (p � Y0) ∪ (p � Y1),

and

Y0 ∩ Y1 = Y0 ∩ α0 = Y1 ∩ α1.

(7) p is neat, i.e., for each Y ∈ p satisfying ρp(Y ) > 0, Y =
⋃

(p � Y ).

The partial order on P is defined by p ≤P q iff max q ∈ p and p � max q = q.

Assuming the GCH it is obvious that P is a κ++-closed, κ+3-cc forcing notion,
that GCH is preserved and it is not hard to see that a P -generic filter is a stationary
neat simplified 〈κ++, 1〉-morass. In fact if M is the generic filter, then for each
cardinal λ < κ++ the set {X ∈ M | cf(ρM(X)) = λ} is stationary. (This property
is important to us since claim 3.12 depends on the set {X ∈ M | cf(ρ(X)) = κ+}
being stationary.)

Let us use the notation sup+(A), where A is a set of ordinals, to mean the
minimal ordinal which is greater than each α ∈ A, i.e.,

sup+(A) =

{
supA maxA does not exist,

(maxA) + 1 maxA exists.

It will be convenient to set sup+ ∅ = 0.
Conditions in the forcing notion defined in the next section have as a component

subset of M with certain properties. We call such subsets submorasses and define
them next.

Definition 2.6. Assume M is a simplified 〈κ++, 1〉-morass and λ < κ is a cardinal.

• A family M ∈ [M]<λ is called an M-submorass (or just submorass if M is clear
from context) if:
(1) M has a maximum. I.e., there is a set Z ∈M such that M ⊆ (M � Z)∪{Z}.

We denote the set Z by maxM .
(2) M is homogeneous, i.e., each two sets Y0, Y1 ∈M of the same M-rank are of

the same M -rank, and M � Y1 = {π′′Y0,Y1
X | X ∈M � Y0}.

(3) M is locally almost directed, i.e., for each Y ∈M one of the following holds:
(3.1) M � Y is directed.
(3.2) There are sets Y0, Y1 ∈M such that 〈Y, Y0, Y1〉 is ∆-system (in M) and

M � Y = {Y0, Y1} ∪ (M � Y0) ∪ (M � Y1).
• A submorass M ∈ [M]<λ covers a set of ordinals O ∈ [κ+3]<λ if

⋃
M ⊇ O, and

for each α ∈ O:
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(1) If Y ∈M and α < sup+ Y then min(Y \ α) ∈ O.
(2) If Y0, Y1 ∈M are of the same rank and α ∈ Y0 then πY0,Y1(α) ∈ O.
(3) If the sets Y, Y0, Y1 ∈ M form a ∆-system with witnessing ordinals α0, α1,

then α0, α1 ∈ O.

In the next section we will reflect the morass M to cardinals below κ. By re-
flection we mean that the morass properties are being preserved by a small set
of subsets. For this we need the following definition which is tailored to the very
specific case we need.

Definition 2.7. Assume λ < κ is a cardinal and n < ω.

• A family of subsets M ⊆ [λ+n+3]≤λ
+n+1

is a fake 〈λ+n+2, 1〉-morass if:
(1) |M | < λ.
(2) M has a maximal element, i.e., there is a set Z ∈ M such that for each

Y ∈M , Y ⊆ Z.
(3) 〈M,(〉 is well-founded. Define the M -rank function ρM by recursion:

ρM (Y ) = sup{ρM (X) + 1 | X ∈M � Y }.

(4) M is homogeneous, i.e., for each two sets Y0, Y1 ∈ M of the same M -rank
there is an order preserving bijection πY0,Y1 : Y0 → Y1 such that M � Y1 =
{π′′Y0,Y1

X | X ∈M � Y0}.
(5) M is locally almost directed, i.e., for each Y ∈M one of the following holds:

(5.1) M � Y is directed.
(5.2) There are sets Y0, Y1 ∈M and ordinals α0 ∈ Y0, α1 ∈ Y1 such that

M � Y = {Y0, Y1} ∪ (M � Y0) ∪ (M � Y1),

and

Y0 ∩ Y1 = Y0 ∩ α0 = Y1 ∩ α1.

The ordinals α0 and α1 will be called the witnessing ordinals for the
∆-system 〈Y, Y0, Y1〉.

• The fake 〈λ+n+2, 1〉-morassM covers a set of ordinalsO ∈ [λ+n+3]<λ if
⋃
M ⊇ O,

and for each α ∈ O:
(1) If Y ∈M and α < sup+ Y , then min(Y \ α) ∈ O.
(2) If Y0, Y1 ∈M are of the same M -rank and α ∈ Y0 then πY0,Y1

(α) ∈ O.
(3) If the sets Y, Y0, Y1 ∈ M form a ∆-system with witnessing ordinals α0, α1,

then α0, α1 ∈ O.

3. Gap-3 forcing

Assume the GCH and let 〈κn | n < ω〉 be an increasing sequence of cardinals
such that for each n < ω there is an elementary embedding jn : V →Mn such that
Mn is transitive, crit(jn) = κn, Mn ⊇ Mκn

n , and jn(κn) ≥ κ+n+3
n . Let En be the

〈κn, κ+n+3
n 〉-extender derived from jn. Without loss of generality assume that jn

is the natural embedding from V to Ult(V,En) ' Mn. Let κ =
⋃
n<ω κn. Assume

M is a neat simplified 〈κ++, 1〉-morass such that {X ∈ M | cf(ρM(X)) = κ+} is a

stationary subset of [κ+3]≤κ
+

. Note that by the previous section we can force this
morass while keeping all the assumptions on the cardinals κn.

We begin with the definition of good structures, continue with the universe for
measures, and then proceed to the relevant measures.
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Definition 3.1. • For each n < ω fix a cardinal χn < κ large relative to κn.
Assume k ≤ n < ω. Define the following structure.

Hn,k = 〈H(χ+k
n ),∈, En, A, ξ〉A∈Vκn+1, ξ<κ

+k
n
.

The important property of these structures, for our purpose, is that Hn,k ∈
Hn,k+1.

• Assume k ≤ n < ω and x ∈ Hn,k. The 〈n, k〉-type of x, denoted by tpn,k(x), is
defined to be the set of formulae with one free parameter holding in the structure
Hn,k for the assignment x, i.e.,

tpn,k(x) = {pφ(−)q |Hn,k � φ(x)}.

We will be interested in the types of elements in [κ+n+3
n ]<κn∪

[
[κ+n+3
n ]κ

+n+1
n

]<κn
.

A type will be coded by an ordinal. I.e., tpn,k(x) ∈ κ+k+1
n . Hence for k < n

there are constants in the language of the structure Hn,k+1 for the Hn,k-types.
• An ordinal α < κ+n+3

n is called 〈n, k〉-good, or just k-good when n is clear if
{β < κ+n+3

n | ∀k′ ≤ k tpn,k′(β) = tpn,k′(α)} contains a club (We need only
unboundedness of the last set in this work).

• An elementary substructure N ≺ Hn,k codes an ordinal α < κ+n+3
n if α =

N ∩ κ+n+3
n , |N | = κ+n+2

n , and N ⊇ N<κn . We use N̊ to denote the ordinal
N ∩ κ+n+3

n .

• An elementary substructure N ≺Hn,k coding an ordinal is called k-good if N̊ is
k-good. An elementary substructure N ≺Hn,k coding an ordinal is called good
if it is k-good for some k ≤ n.

• Assume N1 ≺ Hn,k1 and N2 ≺ Hn,k2 are good structures. We use the notation
N1 ∈� N2 to mean N1 ∩Hn,k2 ∈ N2.

• A family x of good structures codes an element of [κ+n+3
n ]<κn if:

(1) |x| < κn.
(2) N codes an ordinal < κ+n+3

n for each N ∈ x.

(3) For each N1, N2 ∈ x such that N1 6= N2, N̊1 6= N̊2.

(4) If N1, N2 ∈ x and N̊1 < N̊2, then N1 ∈� N2.

We set x̊ = {N̊ | N ∈ x}.
• An elementary substructure N ≺Hn,k codes an element of [κ+n+3

n ]κ
+n+1
n if |N | =

κ+n+1
n and N ⊇ N<κn . We use N̊ to denote the subset N ∩ κ+n+3

n .

• A subset a ∈ [κ+n+3
n ]κ

+n+1
n is called 〈n, k〉-good, or just k-good when n is clear if

{b ∈ [κ+n+3
n ]κ

+n+1
n | ∀k′ ≤ k tpn,k′(b) = tpn,k′(a)} contains a club (We need only

unboundedness of the last set in this work).

• An elementary substructure N ≺ Hn,k coding an element of [κ+n+3
n ]κ

+n+1
n is

called k-good if N̊ is k-good. An elementary substructure N ≺ Hn,k coding an

element of [κ+n+3
n ]κ

+n+1
n is called good if it is k-good for some k ≤ n.

• A family x of good structures codes a 〈κ+n+2
n , 1〉-fake morass if:

(1) x̊ = {N̊ | N ∈ x} is a 〈κ+n+2
n , 1〉-fake morass.

(2) N codes an element of [κ+n+3
n ]κ

+n+1
n for each N ∈ x.

(3) For each N1, N2 ∈ x such that N1 6= N2, N̊1 6= N̊2.

(4) If N1, N2 ∈ x, and N̊1 ( N̊2, then N1 ∈� N2.
• Assume M ∈ [M]<κn is a submorass covering the set O ∈ [κ+3]<κn . A function
a : M ∪O → H(χ+ω

n ) is called morass reflecting if:
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(1) a′′O codes an element of [κ+n+3
n ]<κn which is covered by the 〈κ+n+2

n , 1〉-fake
morass coded by a′′M .

(2) If x, y ∈M ∪O and x ( y then a(x) ∈� a(y).
(3) If A ∈M and α ∈ A ∩O then a(α) ∈� a(A).
(4) If A ∈M , α ∈ A ∩O, β ∈ O, and α < β, then a(A) ∩ a(α) ∈� a(β).

Definition 3.2. Assume d ∈ [κ+3]<κn .

• The set OBn(d) is composed of the order preserving functions ν : d→ κn \κn−1.
(Consider κ−1 to be ∅).

• Assume a : d → H(χ+ω
n ) is a function such that ran a codes an element of

[κ+n+3
n ]<κn .

– The function å : d→ κ+n+3
n is defined by å(α) = a(α) ∩ κ+n+3

n .
– The measure En(a) is defined on OBn(d) as follows:

∀X ⊆ OBn(d)
(
X ∈ En(a) ⇐⇒ {〈jn(α), å(α)〉 | α ∈ d} ∈ jn(X)

)
.

• Assume e ⊆ d and X ⊆ OBn(d). Then

X � e = {ν � e | ν ∈ X}.
For finite products define: If 〈dn | l ≤ n ≤ m〉 is ⊆-increasing, e ⊆

⋃
l≤n≤m dn,

and X ⊆
∏
l≤n≤m OBn(dn) then

X � e = {〈νl � e, . . . , νm � e〉 | 〈νl, . . . , νm〉 ∈ X}.

Definition 3.3. We define the forcing notion 〈P∗,≤∗P∗〉 and following it the forcing
〈P,≤∗P〉. The order ≤∗P will be the Prikry order of the main forcing order ≤P which
will be defined later.

• A condition f is in the forcing notion P∗ if f : d→ <ωκ is a function such that:
(1) d ∈ [κ+3]≤κ.
(2) For each α ∈ d, f(α) = 〈f0(α), . . . , fn(α)〉 ∈ <ωκ is an increasing sequence.
The forcing notion P∗ is equipped with the partial order f ≤∗P∗ g ⇐⇒ f ⊇ g.
(Thus 〈P∗,≤∗P∗〉 is the Cohen forcing adding κ+3 subsets to κ+).

• A condition p = 〈f, ā, Ā〉 is in the forcing notion P if there is l < ω such that:
(1) f ∈ P∗.
(2) ā = 〈an : On ∪Mn → H(χ+ω

n ) | l ≤ n < ω〉 is a sequence of functions such
that:
(2.1)

⋃
l≤n<ω On = dom f .

For each l ≤ n < ω:
(2.2) On ∈ [κ+3]<κn and On ⊆ On+1.
(2.3) Mn ∈ [M]<κn is a submorass covering On, Mn ⊆Mn+1 and maxMn =

maxMn+1.
(2.4) The function an is morass reflecting.

(3) Assume x ∈
⋃
l≤n<ω dom an, let l ≤ n∗ < ω be minimal such that x ∈

dom an∗ , and assume that for each n∗ ≤ n < ω, an(x) ≺ Hn,kn . Then⋃
n∗≤n<ω kn = ω and 〈kn | n∗ ≤ n < ω〉 is a non-decreasing sequence.

(4) Ā = 〈An | l ≤ n < ω〉 and for each l ≤ n < ω, An ∈ En(an).
We write lp, fp, āp, Āp, apn, Apn, Opn, Op, Mp

n, Mp, maxMp and Levm(p), for l, f ,
ā, Ā, an, An, On,

⋃
lp≤n<ω On, Mn, maxMn (for some l ≤ n < ω),

⋃
lp≤n<ωMn,

and
∏
l≤n≤l+mAn, respectively.

• Let p, q ∈ P. The condition p is a Prikry extension of q (p ≤∗P q) if:
(1) fp ≤∗P∗ fq.
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(2) lp = lq (we use l to denote the common value).
(3) For each l ≤ n < ω:

(3.1) apn ⊇ aqn.
(3.2) Opn \Oqn ⊆ dom fp \ dom fq.
(3.3) Apn � Oqn ⊆ Aqn.

First we observe that ≤∗P is finally κ-closed.

Claim 3.4. (1) Assume 〈pξ | ξ < λ < κlp0 〉 ⊆ P is a ≤∗-decreasing sequence.
Then there is a condition p∗ ∈ P such that for each ξ < λ, p∗ ≤∗ pξ.

(2) Assume 〈pξ | ξ < λ < κn∗〉 ⊆ P is a ≤∗-decreasing sequence, and for each

ξ0 < ξ1 < λ and lp ≤ n < n∗, a
pξ0
n = a

pξ1
n and A

pξ0
n = A

pξ1
n . Then there is a

condition p∗ ∈ P such that for each ξ < λ, p∗ ≤∗ pξ.

In [4] it is shown that every set from the morass and every ordinal less than κ+3

can be added to a condition. This is a very strong property and we were not able
to reproduce it just from a morass. We suspect that the piste used in [4], which
was called there walk, is necessary for this. We settle for less. The essential thing
is to be able to add every ordinal less than κ+3 to a condition, and this is done in
claim 3.6. The only restriction on addition of ordinal is that a set from the morass
appearing in the condition contains this ordinal. Dealing with this restriction is
easy, the coarest thing we can do is add a new maximal set to the condition, which
we do in claim 3.5. We note that a major case from the original [4] proof of the
stronger property, the addition of a ∆-system, has been moved here to claim 3.11.

Claim 3.5. Assume p ∈ P is a condition, Y ∈ M, and maxMp ( Y . Then there
is a Prikry extension p∗ ≤∗ p such that maxMp∗ = Y .

Proof. For each lp ≤ n < ω choose an elementary substructure Y �n ≺ Hn,n coding

an element of [κ+n+3
n ]κ

+n+1
n such that for each X ∈Mp

n, an(X) ∈� Y �n. Let p∗ ≤∗ p
be a Prikry extension satisfying fp

∗
= fp, Āp

∗
= Āp, and for each lp ≤ n < ω,

ap
∗

n = apn ∪ {〈Y, Y �n〉}. �

Claim 3.6. Assume p ∈ P is a condition and β < κ+3. Then there is a Prikry
extension p∗ ≤∗ p such that β ∈ Op∗ .

Proof. If β ∈ Op then there is nothing to do. Thus for the following assume that
β /∈ Op. By claim 3.5 we can assume without loss of generality that β ∈ maxMp.
Set l = lp. The proof is by recursion and is splitted into two cases. The first case
is the non-recursive one and where the substantial work is being done. The second
case invokes recursively the claim and the work there is to show that the recursion
terminates at some point.

(1) Assume min(X \ β) ∈ Op for each X ∈Mp such that β /∈ X and β < sup+X:
Less formally, in this case the requirements for the covering of β by Mp are
satisfied, thus we only need to add β to Op. This requires the extension of apn in
accordance with the current information in apn. Thus we need to find structures
β�n such that if α < β and α ∈ Opn, then apn(α) ∈� β�n; if β < γ and γ ∈ Opn, then
β�n ∈� apn(γ); and if β ∈ X ∈ Mp

n then β�n ∈� apn(X). Moreover, in general we
cannot add β alone due to the closure demands on Opn imposed by Mp

n. Thus
in addition to β we need to add to Opn also πX,X′(β) whenever X,X ′ ∈Mp

n are
of the same rank and β ∈ X. Luckily after β�n was chosen the addition of the
projections is easy: If X,X ′ ∈ Mp

n then X �n = apn(X) and X ′�n = apn(X ′) are
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defined and there is an elementary embedding πX�
n,X

′�
n

: X �n → X ′�n . If β ∈ X
then we will be done by sending πX,X′(β) to πX�

n,X
′�
n

(β�n). Let us now work the
above formally.

Let a set X ∈ Mp be of minimal rank such that β ∈ X. Set X �n = apn(X)
for each l ≤ n < ω such that X ∈ Mp

n. If Op ∩ [β, sup+X) = ∅ then set
γ�n = Hn,n for each l ≤ n < ω. Otherwise set γ = min(Op \ β) and γ�n = apn(γ)
for each l ≤ n < ω such that γ ∈ Opn. Let l ≤ n∗ < ω be minimal such
that X �n∗ and γ�n∗ are defined and are at least 2-good structures. For each
n∗ ≤ n < ω work as follows. Let k < n be maximal such that Hn,k+1 ∈ X �n∩γ�n.
Choose in X �n ∩ γ�n a k + 1-good structure β�n coding an ordinal < κ+n+3

n such
that for each α ∈ Opn ∩ X ∩ β, apn(α) ∈� β�n, and for each Y ∈ Mp

n � X,
apn(Y ) ∩ apn(min(Y \ β)) ∈� β�n.

Note that in constructing β�n we did not take into consideration explicitly
ordinals which might be in (Opn ∩ [minX,β)) \ X. The reason is that if α ∈
(Opn∩[minX,β))\X then min(X\α) ∈ Opn hence α was taken into consideration
implicitly.

Note also that by working with X of minimal rank above we get immediately
that if X ( Y ∈Mp then β� ∈� apn(Y ).

The construction of the condition p∗ for which 〈β, β�n〉 ∈ ap
∗

n is done as
follows. Let p∗ ≤∗ p be a Prikry extension satisfying fp

∗
= fp, for each

l ≤ n < n∗, ap
∗

n = apn and Ap
∗

n = Apn, and for each n∗ ≤ n < ω,

ap
∗

n = apn ∪ {〈πX,X′(β), πapn(X),apn(X′)(β
�
n)〉 | X ′ ∈Mp

n, ρ(X ′) = ρ(X)},

Ap
∗

n ∈ E(ap
∗

n ) and Ap
∗

n � dom apn ⊆ Apn.
(2) Assume there is a set X ∈Mp such that β /∈ X, β < sup+X and min(X \β) /∈

Op: What the above conditions means is there is at least one set X for which
the covering demands for β are not satisfied, i.e., min(X \ β) /∈ O. Thus we
should add min(X \ β) to Op, which might add another ordinal, etc. This is
a recursive operation, and we need to show that the recursiveness will halt at
certain point. The following facts are used to show that indeed the recursive
step halts.
(2.1) Assume the sets Y0, Y1 ∈ Mp are of the same rank, β < sup+ Y0 and

β < sup+ Y1. Then either min(Y0 \ β) = min(Y1 \ β) or min(Yi \ β) ∈ Op
for some i < 2.
Proof. Without loss of generality assume sup+ Y0 < sup+ Y1. Find in Mp

a ∆-system of minimal rank 〈Z,Z0, Z1〉 with witnessing ordinals αi ∈ Zi
(i < 2), such that Zi ⊇ Yi (i < 2). If β ∈ [sup+(Y1 ∩ α0), α1) then
min(Y1 \ β) = min(Y1 \ α1) ∈ Op and we are done. If β ∈ [sup+(Y0 ∩
α0), α0) then min(Y0 \ β) = min(Y0 \ α0) ∈ Op and we are done. If β <
min(sup+(Y0∩α0), sup+(Y1∩α0)) then work as follows. If π′′Z1,Z0

Y1 = Y0
then Y0∩α0 = Y1∩α0, hence min(Y0 \β) = min(Y1 \β) and we are done.
Otherwise set Y ′1 = π′′Z1,Z0

Y1 and Y ′0 = Y0. Note that min(Y ′i \ β) =

min(Yi \ β) for each i < 2. We are done by noting that by recursion
either min(Y ′0 \ β) = min(Y ′1 \ β) or min(Y ′i \ β) ∈ Op for some < 2. �

(2.2) Assume Y ∈ Mp, β < sup+ Y , and min(Y \ β) /∈ Op. Then for each
Z ∈ Mp of rank ≥ ρ(Y ) such that β < sup+ Z, either min(Z \ β) ∈ Op
or min(Z \ β) ≤ min(Y \ β).
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Proof. If ρ(Z) = ρ(Y ) then we are done by the first fact. Thus assume
ρ(Z) > ρ(Y ). If Z ) Y then trivially min(Z \β) ≤ min(Z \β) and we are
done. Hence assume Z + Y . Choose Z ′ ∈Mp such that ρ(Z) = ρ(Z ′) and
Z ′ ) Y . Trivially min(Z ′ \β) ≤ min(Y \β). By the first fact we can have
one of three cases. If min(Z \β) = min(Z ′\β) or min(Z \β) ∈ Op then we
are done. We are left with the case min(Z ′\β) ∈ Op and min(Z\β) /∈ Op.
Set τ = min(Z ′\β). If τ < min(Z\β) then min(Z\β) = min(Z\τ) ∈ Op,
which is a contradiction. Hence min(Z \ β) ≤ τ ≤ min(Y \ β) and we are
done. �

The upshot of the above two facts is:
(2.1) O = {min(X \ β) /∈ Op | β /∈ X ∈Mp, β < sup+X} is finite.
(2.2) max

{
min{ρ(X) | β′ ∈ X ∈Mp}

∣∣β′ ∈ O} < min{ρ(X) | β ∈ X ∈Mp}.
Thus we can invoke the lemma by recursion for |O|-many times constructing a

Prikry extension p′ ≤∗ p for which O ⊆ Op
′
. Now we can invoke the recursion

again letting p∗ ≤∗ p′ be a Prikry extension such that β ∈ Op∗ .
�

In fact the above proof yields a claim somewhat stronger than what was stated
in claim 3.6:

Claim 3.7. Assume p ∈ P is a condition, lp ≤ n < ω, and β < κ+3. Then there is
a Prikry extension p∗ ≤∗ p such that β ∈ Op∗ and for each lp ≤ m < n, ap

∗

m = apm.

We are ready to define the forcing order ≤P of P.

Definition 3.8. • Assume f ∈ P∗, ν ∈ OBn(d), where d ∈ [dom f ]<κn . Define
the condition f〈ν〉 ∈ P∗ to be the function g ∈ P∗ with domain dom f satisfying
for each α ∈ dom g,

g(α) =

{
f(α)_〈ν(α)〉 α ∈ dom ν, ν(α) > max f(α),

f(α) Otherwise.

Assume 〈νl, . . . , νm−1〉 ∈
∏
l≤n<m OBn(dn) where dn ∈ [dom f ]<κn . Define the

condition f〈νl,...,νm−1〉 ∈ P∗ recursively as (f〈νl,...,νm−2〉)〈νm−1〉.

• Assume p ∈ P. By writing 〈νlp , . . . , νn−1〉 ∈ Āp we mean that 〈νlp , . . . , νn−1〉 ∈
Levn−lp−1(p).

• Assume p ∈ P and 〈νlp , . . . , νm−1〉 ∈ Āp. By āp〈νlp ,...,νm−1〉 and Āp〈νlp ,...,νm−1〉 we

mean the sequences 〈apn | m ≤ n < ω〉 and 〈Apn | m ≤ n < ω〉, respectively.
• Assume p ∈ P and 〈ν〉 ∈ Āp. Define the condition p〈ν〉 ∈ P to be 〈fp〈ν〉, ā

p
〈ν〉, Ā

p
〈ν〉〉.

• Assume p ∈ P and 〈νl, . . . , νn−1〉 ∈ Āp. Define recursively p〈νl,...,νn−1〉 ∈ P to be
the condition (p〈νl,...,νn−2〉)〈νn−1〉 ∈ P.
The natural way to define the forcing order would have been to extend a condition

p to a Prikry extension of p〈νl,...,νn−1〉. Alas, this definition collapses κ++. In order
to restrict the length of the antichains, we identify conditions with different a’s.
This is done according to the types of the a’s defined as follows.

• Assume p, q ∈ P. We say that p is an extension of q (p ≤P q) if there is
〈νlq , . . . , νlp−1〉 ∈ Āq, and a non-decreasing sequence 〈kn ≤ n | lp ≤ n < ω〉,
such that:
(1) fp ≤∗P∗ f

q
〈νlq ,...,νlp−1〉.

(2)
⋃
lp≤n<ω kn = ω.



12 CARMI MERIMOVICH

(3) For each lp ≤ n < w:
(3.1) dom apn ⊇ dom aqn.
(3.2) Opn \Oqn ⊆ dom fp \ dom fq.
(3.3) Apn � Oqn ⊆ Aqn.
(3.4) tpn,kn(ran(̊apn � dom aqn)) = tpn,kn(ran åqn).

Observe that ≤P⊇≤∗P. Note that p <P q implies lp ≥ lq and not necessarily lp > lq.
It might happen that lp = lq if there is only a type change with no extension of the
Prikry sequences fq.

In view of claim 3.6 the following definition makes sense.

Definition 3.9. Assume G ⊂ P is generic. Define the function fG by setting for
each α < κ+3, fG(α) =

⋃
{fp(α) | p ∈ G, α ∈ dom fp} = 〈fGn (α) | n < ω〉. For

each α < κ+3 there is kα < ω such that 〈fGkα+n(α) | n < ω〉 ∈
∏
n<ω κn. Define for

each α < κ+3, Gα = 〈fGkα+n(α) | n < ω〉.

It is immediate that the sequence 〈Gα | α < κ+3〉 is increasing, thus we have:

Corollary 3.10. (In V [G]) 2κ ≥ |(κ+3)V |.

Note that Gitik’s original forcing satisfies the κ++-cc. We do not know how to
get this stronger chain condition without having a piste on the morass.

Claim 3.11. The forcing notion P satisfies the κ+3-cc.

Proof. Let E = {pξ | ξ < κ+3} ⊆ P be a set of κ+3 conditions. Shrink E several
times in succession until the following is obtained:

(1) There is l < ω such that for each ξ < κ+3, lpξ = l.
(2) There is ρ < κ++ such that ρ(maxMpξ) = ρ for each ξ < κ+3.
(3) The family {maxMpξ | ξ < κ+3} is a strong ∆-system, where a ∆-system is

called strong if for each two sets A,B in the ∆-system, there are ordinals α, β
such that A ∩ α = B ∩ β and either A ⊆ β or B ⊆ α.

(4) The set {dom fpξ | ξ < κ+3} is a strong ∆-system.

For each ξ0 < ξ1 < κ+3,

(5) fpξ0 and fpξ1 are compatible in P∗.
(6) For each l ≤ n < ω, ran a

pξ0
n = ran a

pξ1
n .

(7) For each l ≤ n < ω, {ran ν | ν ∈ Apξ0n } = {ran ν | ν ∈ Apξ1n }.
Fix ξ0 < ξ1 < κ+3. We claim that the conditions pξ0 and pξ1 are compatible.
Set Yi = maxMpξi , where i < 2. Since ρ(Y0) = ρ(Y1) there is an order preserving
bijection π : Y0 → Y1. The bijection π is a composition of order preserving bijections

derived from ∆-systems. I.e., there are ∆-systems 〈〈X(k), X
(k)
0 , X

(k)
1 〉 | k < n〉 such

that Y0 ⊆ X
(k)
0 ( X

(k+1)
0 (k < n), Y1 ⊆ X

(n−1)
1 , and π = π

X
(n−1)
0 ,X

(n−1)
1

◦ · · · ◦

π
X

(0)
0 ,X

(0)
1

. In the construction we will need that the reflection of the sets X
(k)
0

will be at least 2-good. This will be immediate for l ≥ 2 except for the case of

X
(0)
0 which might be Y0 and already has reflection value. We fix this by setting

qi = pξi〈νi0,...,νij〉, where i < 2 and ran ν00 = ran ν10 , . . . , ran ν0j = ran ν1j , so that

lqi ≥ 2 and aqilqi (Yi) is at least 2-good.
Set p0 = q0 and proceed by induction constructing a ≤∗-decreasing sequence

〈pk | k ≤ n〉, for which maxMpk+1

= X(k) and X
(k)
0 , X

(k)
1 ∈Mpk+1

, as follows.
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X(k)

X
(k)
0 ∩X(k)

1 X
(k)
0 \X(k)

1 X
(k)
1 \X(k)

0

Figure 1. The two top levels of Mpk+1

when β0 < β1.

Assume that pk was constructed and construct pk+1 as follows. Let β0 ∈ X(k)
0

and β1 ∈ X(k)
1 be the ∆-system witnesses, i.e., X

(k)
0 ∩X

(k)
1 = X

(k)
0 ∩β0 = X

(k)
1 ∩β1.

By claim 3.5 and claim 3.6 there is a Prikry extension p′ ≤∗ pk such that X(k) =

maxMp′ , X
(k)
0 ∈Mp′ and β0 ∈ Op

′
.

X(k)

X
(k)
0 ∩X(k)

1

β0∗
X

(k)
0 \ β0

β1
�
X

(k)
1 \ β1

Figure 2. The two top levels of Mp′ when β0 < β1.

Set β�0,n = ap
′

n (β0) for each l ≤ n < ω such that β0 ∈ Op
′

n , and for each l ≤ n < ω

set X �0,n = ap
′

n (X
(k)
0 ) and X �n = ap

′

n (X(k)). In order to construct X �1,n and β�1,n we
split the handling according to whether β0 < β1 or β1 < β0.

Assume β0 < β1: Let l ≤ n∗ < ω be minimal such that X �n∗ is at least 2-good and
β�0,n∗ is at least 1-good. For each n∗ ≤ n < ω construct X �1,n and β�1,n as follows.
Let k < ω be maximal such that Hn,k+1 ∈� X �n. Choose in X �n a k + 1-good
structure β�1,n coding an ordinal < κ+n+3

n such that β�0,n ∈� β�1,n and

tpn,k+1(〈β̊�1,n, X̊ �0,n ∩ β̊�0,n〉) = tpn,k+1(〈β̊�0,n, X̊ �0,n ∩ β̊�0,n〉).

Then choose in X �n a k-good structure X �1,n coding an element of [κ+n+3
n ]κ

+n+1
n such

that β�1,n ∈ X �1,n and tpn,k(〈X̊ �1,n, β̊�1,n〉) = tpn,k(〈X̊ �0,n, β̊�0,n〉).
Assume β1 < β0:

X(k)

X
(k)
0 ∩X(k)

1

β1
�
X

(k)
1 \ β1

β0∗
X

(k)
0 \ β0

Figure 3. The two top levels of Mp′ when β1 < β0.

Since X
(k)
1 /∈ Mp′ it is immediate that Op

′ ∩ [β1, β0) = ∅. Let l ≤ n∗ < ω be
minimal such that X �n∗ and β�0,n∗ are defined and are at least 2-good structures.
For each n∗ ≤ n < ω construct X �1,n and β�1,n as follows. Let k < ω be maximal
such that Hn,k+1 ∈ X �n ∩ β�0,n. Choose in X �n ∩ β�0,n a k + 1-good structure β�1,n
coding an ordinal < κ+n+3

n such that

tpn,k+1(〈β̊�1,n, X̊ �0,n ∩ β̊�0,n〉) = tpn,k+1(〈β̊�0,n, X̊ �0,n ∩ β̊�0,n〉).
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Then choose in X �n∩β�0,n a k-good structure X �1,n coding an element of [κ+n+3
n ]κ

+n+1
n

such that β�1,n ∈ X �1,n and tpn,k(〈X̊ �1,n, β̊�1,n〉) = tpn,k(〈X̊ �0,n, β̊�0,n〉).
Having constructed β�1,n and X �1,n we proceed to construct the condition pk+1

as follows. Set fp
k+1

= fp
′
. For each l ≤ n < n∗ set ap

k+1

n = ap
′

n and Ap
k+1

n = Ap
′

n .

For each n∗ ≤ n < ω let the function an be the closure under 〈X(k), X
(k)
0 , X

(k)
1 〉 of

Mp′ � X(k), i.e.,

ap
k+1

n = {〈X(k), X �n〉} ∪ ap
k

n ∪

{〈π′′
X

(k)
0 ,X

(k)
1

X,πX�
0,n,X

�
1,n

(ap
′

n (X))〉 | X ∈Mp′

n � X(k)}∪

{〈π
X

(k)
0 ,X

(k)
1

(β), πX�
0,n,X

�
1,n

(ap
′

n (β))〉 | β ∈ Op
′

n \X
(k)
1 }.

For each n∗ ≤ n < ω choose Ap
k+1

n ∈ En(ap
k+1

n ) such that Ap
k+1

n � dom fp
′

n ⊆ Ap
′

n .
At stage n the induction terminates and it is not hard to see that pn ≤ q1. Note

that in general we cannot expect pn ≤∗ q1 since the bijection πan(Y0),an(Y1) will not
necessarily bring us the exact values of aq1n . However it will bring us to the same
type of ran aq1n . �

Assume χ is large enough and let N ≺ Hχ be an elementary substructure such
that P ∈ N . A condition p ∈ P is 〈N,P〉-generic [13] if for each dense open subset
D ∈ N of P, p 
 “D ∩G˜ ∩N 6= ∅”.

The forcing notion P is M-proper [10] if for each M-admissible elementary sub-
structure N ≺ Hχ such that P ∈ N and a condition p ∈ P ∩N , there is a stronger
condition p∗ ≤ p which is 〈N,P〉-generic. Since the set of M-admissible substruc-
tures of Hχ is stationary, the argument for preservation of κ++ by an M-proper
forcing notion is the same as for proper forcing [13].

We compensate for having only κ+3-cc by M-properness.

Claim 3.12. The forcing P is M-proper.

Proof. Let χ be large enough, N ≺ Hχ be M-admissible, cf ρM(N ∩κ++) = κ+ and
p,P ∈ N . Set Y = N ∩ κ+3. By claim 3.5 there is a Prikry extension p∗ ≤∗ p such
that Y = maxMp∗ . We claim that p∗ is 〈N,P〉-generic. In order to show this let
D ∈ N be a dense open subset of P. We will be done by showing that D ∩ N is
predense below p∗. That is for each condition q ≤ p∗ we need to present a condition
r ∈ N ∩ P such that q ‖ r.

Thus let us fix some q ≤ p∗. If needed extend q so that aqlq (maxMq) will be at
least 〈lq, 1〉-good. Since |Mq∪Oq| ≤ κ and cf ρM(Y ) = κ+, there is a set X ∈M∩N
such that Mq∩N ⊆M � X and oq∩N ⊆ X. For each lq ≤ n < ω pick an elementary
substructure X �n ≺ Hn,n such that for each W ∈ Mq

n ∩ N , an(W ) ∈� X �n, and for
each a ∈ Oqn ∩N , an(α) ∈� X �n. Define the condition qN as follows:

fqN = fq � N,

aqNn = (aqn � N) ∪ {〈X,X �n〉} for each lq ≤ n < ω,

and

AqN = Aq � N.

Then qN ∈ N . By the density of the set D there is a condition r′ ≤ qN such that
r′ ∈ D ∩ N . Note that since Y /∈ N the condition r′ does not respect necessarily
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the restrictions imposed by the aqn(Y )’s. However, this can be fixed rather easily.

For each lr
′ ≤ n < ω let

tn = tpn,kn(〈ran ar
′

n � dom aqNn , ran ar
′

n � (dom ar
′

n \ dom aqNn )〉),
where aqn(Y ) ≺Hn,kn+1. Then let xn ∈ aqn(Y ) realize the type tn, i.e.,

tn = tpn,kn(〈ran ar
′

n � dom aqNn , xn〉),

and let r ≤ r′ be a condition for which ran arn = xn ∪ ran(ar
′

n � dom aqNn ). The
condition s ≤ r, q is defined as follows. Set fs = fr ∪ fq,

asn = aqn �
(
{Z ∈Mq

n | ρ(Z) ≥ ρ(Y )} ∪ (Oqn \Orn)
)
∪ arn∪

{〈π′′Y,Y ′(W ), πaqn(Y ),aqn(Y ′)(a
r
n(W ))〉 |W ∈Mr

n, Y
′ ∈Mq

n, ρ(Y ′) = ρ(Y )}∪
{〈πY,Y ′(α), πaqn(Y ),aqn(Y ′)(a

r
n(α))〉 | α ∈ Orn, Y ′ ∈Mq

n, ρ(Y ′) = ρ(Y )}
and choose Asn ∈ En(asn) such that Asn � dom fqn ⊆ Aqn and Asn � dom frn ⊆ Arn. �

Claims 3.13 to 3.17 are verbatim copies of the corresponding claims in [12]. They
are repeated here for the sake of completeness. These claims contain the proofs of
the Prikry property and the preservation of κ+. Of course, the hidden point is the
changed definition of the extension p〈ν〉 in the transition from [12] to the current
paper.

Let us specify two properties of the order ≤P which are not obvious at once and
are at the core of the Prikry property of the forcing notion.

It can happen that two conditions satisfy both p ≤P q and fp ≤∗P∗ fq but p �∗P q.
That is changing only the values of the an’s while keeping their types is a non-Prikry
extension. This allows the Prikry order to be closed.

Another fact is as follows. Suppose p = 〈f, ā, Ā〉, q = 〈f, b̄, Ā〉, and lp = lq = l.

Moreover, assume that tpn,kn(ran ån) = tpn,kn(ran b̊n) for each n∗ ≤ n < ω, where

l < n∗ < ω. Assume that for each l ≤ n < n∗, tpn,0(ran ån) 6= tpn,0(ran b̊n) while

En(an) = En(bn). According to the definition of the order ≤ we have both p � q

and q � p. The basic observation is that p 
 “q̌ ∈ G˜” and q 
 “p̌ ∈ G˜”. That
is, while the conditions p and q are incomparable, from the forcing point of view
they are equivalent. This is due to the following. Suppose G ⊆ P is generic and
p ∈ G. Since {p〈νl,...,νn∗−1〉 | 〈νl, . . . , νn∗−1〉 ∈ Ā} is a maximal antichain below p,

there is 〈νl, . . . , νn∗−1〉 ∈ Ā such that p〈νl,...,νn∗−1〉 ∈ G. By the definition of the
order ≤P we have p〈νl,...,νn∗−1〉 ≤ q〈νl,...,νn∗−1〉 ≤ q. Thus q ∈ G and we proved

that p 
 “q̌ ∈ G˜”. The same argument with p and q interchaged will show that

q 
 “p̌ ∈ G˜”.
The following claim is the crux of the Prikry property proof. It connects the

forcing order ≤ with the Prikry order ≤∗. The best option would have been to
have p ≤∗ q〈νlq ,...,νlp−1〉 if p ≤ q. This however fails in the current definition. (We
can resurrect it but at the too high price of loosing the closedness of the Prikry
order.) The following claim shows that the best option is almost achieved. Just
instead of getting that p ≤∗ q〈νlq ,...,νlp−1〉, we have a stronger condition p∗ ≤ p for
which p∗ ≤∗ q〈νlq ,...,νlp∗ 〉.

Claim 3.13. Assume p, q ∈ P are conditions such that p ≤ q. Then there is a
stronger condition p∗ ≤ p and a sequence 〈νlq , . . . , νlp∗−1〉 ∈ Āq such that p∗ ≤∗
q〈νlq ,...,νlp∗−1

〉.
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Proof. Let 〈νlq , . . . , νlp−1〉 ∈ Āq and 〈kn ≤ n | lp ≤ n < ω〉 witness that p is
an extension of q. Let lp ≤ n∗ < ω be minimal such that kn > 0, and choose
〈µlp , . . . , µn∗−1〉 ∈ Āp. Observe that 〈µlp � dom fq, . . . , µn∗−1 � dom fq〉 ∈ Āq.

Construct the sequences ā and Ā by doing the following for each n∗ ≤ n < ω.
Set An = Apn. Set τ = tpn,kn−1(ran åpn). The set {N ∩Hn,kn−1 | N ∈ ran apn}
witnesses

Hn,kn � “∃x ⊂Hn,kn−1
(
x̊ ⊇ ran(̊apn � dom aqn) ∧ tpn,kn−1(̊x) = τ

)
”.

Since tpn,kn(ran(̊apn � dom aqn)) = tpn,kn(ran åqn),

Hn,kn � “∃x ⊂Hn,kn−1
(
x̊ ⊇ ran åqn ∧ tpn,kn−1(̊x) = τ

)
”.

Now let x ⊆ Hn,kn−1 be a set satisfying x̊ ⊇ ran åqn and tpn,kn−1(̊x) = τ . Set an
to be the morass reflecting function from dom apn to x.

Set p∗ = 〈fp〈µlp ,...,µn∗−1〉
, ā, Ā〉. Then p∗ ≤ p and

p∗ ≤∗ q〈νlq ,...,νlp−1,µlp�dom fq,...,µn∗−1�dom fq〉.

�

The following simple fact is used in stage I of the proof of claim 3.15, which is the
basic fact from which the Prikry property and the preservation of κ+ are derived.

Lemma 3.14. Assume p ∈ P is a condition and q ≤∗ p〈νlp ,...,νm−1〉. Then there is
a Prikry extension p∗ ≤∗ p such that p∗〈νlp ,...,νm−1〉 ≤

∗ q and for each lp ≤ n < m,

ap
∗

n = apn and Ap
∗

n = Apn.

Proof. Set l = lp. Construct the sequences ā and Ā as follows. For each l ≤ n < m
set an = apn and An = Apn. For each m ≤ n < ω set an = aqn and An = Aqn. Set
p∗ = 〈fq, ā, Ā〉. �

Claim 3.15. Assume p ∈ P is a condition and D is a dense open subset of P. Then
there is a Prikry extension p∗ ≤∗ p and lp ≤ n < ω such that

∀〈νlp , . . . , νn−1〉 ∈ Āp
∗
p∗〈νlp ,...,νn−1〉 ∈ D.

Proof. Set l = lp. The proof is done in two stages. In stage I we prove that for
each l ≤ n < ω there is a Prikry extension p∗ ≤∗ p such that either (the good case)

∀〈νl, . . . , νn−1〉 ∈ Āp
∗
p∗〈νl,...,νn−1〉 ∈ D

or (the bad case)

∀〈νl, . . . , νn−1〉 ∈ Āp
∗
∀q ≤∗ p∗〈νl,...,νn−1〉 q /∈ D.

In stage II we show that it is not possible to get the bad case for every l ≤ n < ω.
Stage I. Fix l ≤ n < ω and let ≺ be a well ordering of Levn−l(p). We use

the notation ~ν, ~µ to denote elements of Levn−l(p). E.g., ~ν = 〈νl, . . . , νn〉. We will
construct by induction the ≤∗-decreasing sequence 〈p~ν | ~ν ∈ Levn−l(p)〉 so as to
satisfy that if a condition q ≤∗ p~ν〈~ν〉 satisfies q ∈ D, then p~ν〈~ν〉 ∈ D. The induction

is carried out as follows.
Assume that 〈p~µ | ~µ ≺ ~ν〉 was constructed. Let p′ be a condition such that for

each ~µ ≺ ~ν, p′ ≤∗ p~µ. If there is a Prikry extension q ≤∗ p′〈~ν〉 such that q ∈ D then

use lemma 3.14 to set p~ν ≤∗ p′ to be a condition such that p~ν〈~ν〉 ≤
∗ q. Otherwise

set p~ν = p′.
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At the end of the induction let p∗ be a condition such that for each ~ν ∈
Levn−l(p

∗), p∗ ≤∗ p~ν . By removing a measure zero set from Levn−l(p
∗) we get

the conclusion.
Stage II. Begin with a condition p ∈ P and a dense open subset D. Set pl = p

and by induction construct pn+1 ≤∗ pn using stage I. If we get that

∀〈νl, . . . , νn−1〉 ∈ Āpn+1 pn+1〈νl,...,νn−1〉 ∈ D,

then we are done by setting p∗ = pn+1. Otherwise we have that

∀〈νl, . . . , νn−1〉 ∈ Āpn+1 ∀q ≤∗ pn+1〈νl,...,νn−1〉 q /∈ D.

and the induction continues.
We claim that at some n < ω the induction had to stop, which proves the claim.

Towards a contradiction assume that the induction did not stop. Thus we have a
≤∗-decreasing sequence of conditions 〈pn | l ≤ n < ω〉 such that for each l ≤ n < ω,

∀〈νl, . . . , νn−1〉 ∈ Āpn+1 ∀q ≤∗ pn+1〈νl,...,νn−1〉 q /∈ D.

Let p∗ be a condition such that for each l ≤ n < ω, p∗ ≤∗ pn. Let q ∈ D be
a condition such that q ≤ p∗. By lemm 3.13 there is q∗ ≤ q such that q∗ ≤∗
p∗〈νl,...,νn−1〉, where 〈νl, . . . , νn−1〉 ∈ Āp

∗
. Since D is open and q ∈ D, q∗ ∈ D. By

the construction of p∗, q∗ ≤∗ pn+1〈νl,...,νn−1〉. By the construction of pn+1 this
means that q∗ /∈ D. Contradiction. �

The triple 〈P,≤,≤∗〉 is said to be of Prikry type if for each condition p ∈ P and
formula σ in the P-forcing language there is a Prikry extension p∗ ≤∗ p deciding σ.
The Prikry property is immediately derived from the previous lemma:

Corollary 3.16. The forcing 〈P,≤,≤∗〉 is of Prikry type.

Claim 3.17. The cardinal κ+ is preserved in a P-generic extension.

Proof. Since κ is of cofinality ω it is enough to show that each sequence in κ+ of
length less than κ is bounded. Thus assume λ < κ and p 
 “ḟ : λ̌ → (κ+)V

”. Set
l = lp. We can assume that κl > λ. We will exhibit a condition pλ ≤∗ p forcing that
ḟ is bounded in κ+. For each ζ < λ set Dζ = {q ≤ p | ∃ξ < κ+ q 
 “ḟ(ζ̌) = ξ̌”}.
Using claim 3.15 and claim 3.4 construct by induction a ≤∗-decreasing sequence
〈pζ | ζ ≤ λ〉 and a sequence 〈mζ < λ | ζ < λ〉 satisfying p0 ≤∗ p and for each ζ < λ,

∀〈νl, . . . , νmζ 〉 ∈ Āpζ ∃ξ < κ+ pζ〈νl,...,νmζ 〉 

“ḟ(ζ̌) = ξ̌”.

Thus for each ζ < λ,

∀〈νl, . . . , νmζ 〉 ∈ Āpλ ∃ξ < κ+ pλ〈νl,...,νmζ 〉 

“ḟ(ζ̌) = ξ̌”.

For each ζ < λ define the function Fζ : Levmζ−l(pλ)→ κ+ so that

∀〈νl, . . . , νmζ 〉 ∈ Āpλ pλ〈νl,...,νmζ 〉 

“ḟ(ζ̌) = F̌ζ(νl, . . . , νmζ )

”.

Set µ = sup{Fn(νl, . . . , νmζ ) | ζ < λ, 〈νl, . . . , νmζ 〉 ∈ Levmζ−l(pλ)}. By its defini-

tion, pλ 
 “ ran ḟ ⊆ µ̌”. Since the sup in the definition of µ is being taken over a
set of size smaller than κ+ and κ+ is regular, we get µ < κ+. �

Combining the above claims we get:
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Theorem (M. Gitik [4]). Assume GCH and let 〈κn | n < ω〉 be an increasing
sequence of cardinals such that for each n < ω there is a 〈κn, κ+n+3

n 〉 extender. Let
κ =

⋃
n<ω κn. Then there is a cardinal preserving generic extension adding no new

bounded subsets to κ such that 2κ = κ+3.

Proof. Work in a universe where a stationary neat simplified 〈κ++, 1〉-morass exists.
(Just force one if needed.) Then force with P.

• The Prikry property 3.16 of 〈P,≤,≤∗〉, together with the closure 3.4 of 〈P,≤∗〉
yield that V and V [G] have the same bounded subset of κ, and thus that κ is
preserved. By the κ+3-cc 3.11 all the cardinals above κ++ are preserved, by the
M-properness 3.12 the cardinal κ++ is preserved, and by 3.17 the cardinal κ+ is
preserved. Thus all cardinals are preserved.

• On the one hand, the κ+3-cc together with |P| = κ+3 imply 2κ ≤ κ+3 in the
generic extension. On the other hand, 3.10 gives 2κ ≥ κ+3.

�
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